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Intro

e Updates from the GPU front
e Updates from the HLS study group

e Proposal for a new FPGA algorithm (from Jin-Yuan Wu)



Updates from the GPU front

e Alarge amount of literature was shared by
e Antonio and Giani chatted with Lamanna (Pisa) and he gave us good tips for starting

e He pointed us a tool that allows to estimate performance gain from parallelization
with minimal changes to the code: https://www.openacc.org/tools

e We want to try using the KinKal package for testing it:
https://github.com/KFTrack/KinKal



HLS updates

e Richie and Giani chatted Ryan who helped us quite a bit:

o Alot of material
o Platform where to work

e Now we need to coordinate how to split the development of the first reco algorithms



FPGA building blocks

‘ Register-Like Block RAM
A resource saving scheme to
implement large number of —
updatable cells. (e.g. in event B

buffer, clustering, histogram..) @G ©) @:)ﬁ

Several building blocks useful for 0
tracking trigger implemented in = The register-like block RAM use regular RAM in

. FPGA to implement large number updatable memory
FPGA can be used to implement locations.

= It can be used for: event buffer, clustering, histogram,
Retina cells, Hough Transform cells.

track seeding engine for MuZ2e-I|

References:

Register-Like Block RAM: Implementation,
Testing in FPGA and Applications for High
Energy Physics Trigger Systems

Jinyuan Wu

Index Terms—Trigger System, FPGA Applications

L. INTRoDUCTION

global refeshing.
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1L, GLOBAL REFRESH SCHEME FOR BLOCK MEMORY
Intinsically, the block memories can only be accessed one
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https://inspirehep.net/files/93c9a77dcc584bd93f2e12cfce93045c
https://lss.fnal.gov/archive/2006/conf/fermilab-conf-06-416-e.pdf

The tiny triplet finder

’ The Tiny Triplet Finder

Single clock matching three
or more hits with two free
parameters. (e.g., tracks in
r-z plane, tracks in r-phi
with small impact
parameters)

Tiny Triplet Finder can be
used if the hit multiplicity
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Tiny Triplet Finder (TTF) — A track segment recognition scheme and its FPGA
implementation developed in the BTeV level 1 trigger system

Jinyuan Wu, Z. Shi, M. Wang, H. Garcia and E. Gottschalk

Fermi National Accelerator Laboratory, Batavia, IL 60510, USA
Jywul68@fnal gov

Abstract

We describe a track segment recognition scheme called
the Tiny Triplet Finder (TTF) that involves the grouping of
three hits satisfying a constraint, for example, forming a
straight line. The TTF performs this O(n*) function in
O(n)time. ~ The logic clement usage in FPGA
implementations of typical frack segment recognition
functions are O(N*), where N is the number of bins in the
coordinate considered, while that for the TTF is
O(Nlog(N)), which is significantly smaller for large N .
The TTF is also suitable for software implementation and
‘many other patter recognition problems.

L. INTRODUCTION

Track segment finding is an essential process in many
trigger systems for high-cnergy physics experiments. In the
Fermilab BTeV [1], trigger system, for example, we need to
7] identify track scgments from the coordinates of pixel detector
hits from three adjacent detcctor planes forming a straight-line
segment in the non-bend view. For a given track segment, the
following relationship holds:

u, +ug=2u,

where 1, t, and t are the hit coordinates on planes A, B

and C in the non-bend view. Such segments consisting of
three hts are referred to as “triplets” (See Fig. 1,2) [3].

Straightforward software implementation of such a

cel:L):

per p| ane is not ve ry h Igh = Triplet finder reorganize hits for further track fitting.
= The Tiny Triplet Finder is a resource saving scheme for triplet finding.
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Figure 1: Triplet finding,

In this article, we describe a new algorithm that performs

= The triplets are group of at least 3 (but can be more than 3) hits that satisfy the first constraint.
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A track-seed engine for Muze-II

‘The Seeding Engine

Phil
—
—
- - To Kalman
I Filtering
P1 — -
Dj [T ] [TTT1] = Hits from P2 are used to make
P2 D]:-—I \ — I relative shift between the bit
array and the coincidence block
in the Tiny Triplet Finder.
P3 = Matched coincidence are used
= Hits from plane 1 and 3 are j to address the P1 and P3 buffer
stored in buffers organized II to readout raw hit data.
by phi bins. Each bin can — = Hit data from all three planes
store several hits. are sent to Kalman Filtering
= Corresponding phi bits in - engine for full resolution fitting.
the Tiny Triplet Finder are Phi3 = Coincidence for than 3 layers,
set accordingly. e.g., 4-out-of-5, can also be

= Hits from P2 are stored in a implemented.

FIFO.
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A track-seed engine for Muze-II

‘The Throughput I —
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= The seeding engine can operate at 400 MHz j II

which has 40 clock cycles in a 100 ns window.
= The engine can support 20 hits per layer:
= 20 cycles to fill the buffer and the bit _—
pattern, plus
= 20 cycles to search for coincidence.
= If more hits per layer are anticipated, multiple
copied of the seeding engine can be used.
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Summary

e We are exploring several options to perform the track pattern recognition

o FPGA/HLS
o GPU
o  FPGA (tiny triplet finder)

e Weneed to provide some simulated data to Yuan for making some benchmark studies
e Weareplanning a new TDAQ MuZ2e-Il meeting in January 2021, after winter brake

e Wewill plan a new workshop when we will have some result from GPU, HLS studies, and when we
will have a new tdaqg schema proposed for CRV



